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Abstract

In this paper, we have defined and applied a non-iterative trans-

formation method to an extended Blasius problem describing a 2D

laminar boundary-layer with power-law viscosity for non-Newtonian

fluids. Let us notice that by using our method we are able to solve the

boundary value problem defined on a semi-infinite interval, for each

chosen value of the parameter involved, by solving a related initial

value problem once and then rescaling the obtained numerical solu-

tion. This is, of course, muchmore convenient than using an iterative

method because it reduces greatly the computational cost of the so-

lution. Furthermore, by using Richardson’s extrapolation we define
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a posteriori error estimator and show how to deal with the accuracy

question. For a particular value of the parameter involved, our prob-

lem reduces to the celebrated Blasius problem and in this particular

case, our method reduces to the Töpfer non-iterative algorithm. In

this case, we are able to compare favourably the obtained numerical

result for the so-called missing initial condition with those available

in the literature. Moreover, we have listed the computed values of

the missing initial condition for a large range of the parameter in-

volved, and for illustrative purposes, we have plotted, for two values

of the related parameter, the numerical solution computed rescaling

the computed solution. Finally, we have indicated the limitations of

the proposed method as it seems not be suitable, for values of n > 1,

to compute the values of the independent variable where the second

derivative of the solution becomes zero or goes to infinity.

KeyWords. Boundary-Layer with Power-Law Viscosity for non-Newtonian

Fluids; BVPs on infinite intervals; scaling invariance properties; non-iterative

transformation method.

AMS Subject Classifications. 65L10, 34B15, 65L08.

1 Introduction

In this study, we are going to consider an extended version of the classi-

cal Blasius problem of boundary layer theory. As well known, the basis

of boundary layer theory were given by Prandtl at the beginning of the

last century, see [28]. In this context, Töpfer [34] in 1912 published a pa-

per where he reduced the solution of the Blasius problem to the solution

of a related initial value problem (IVP). This was the first definition and

application of a non-iterative transformation method (ITM). As a conse-

quence, non-ITMs have been applied to several problems of practical in-

terest within the applied sciences. In fact, a non-ITM was applied to the
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Blasius equation with slip boundary condition, arising within the study

of gas and liquid flows at the micro-scale regime [5, 27], see [14]. More-

over, a non-ITM was applied also to the Blasius equation with moving

wall considered by Ishak et al. [24] or surface gasification studied by Em-

mons [6] and recently by Lu and Law [26] or slip boundary conditions

investigated by Gad-el-Hak [5] or Martin and Boyd [27], see Fazio [16]

for details. In particular, within these applications, we found a way to

solve non-iteratively the Sakiadis problem [31, 32]. The application of a

non-ITM to an extended Blasius problem has been the subject of a recent

manuscript [20]. The interested reader can find in [18] a recent review

dealing with the non-ITM and its applications.

Let us notice that, by using our method, we are able to solve the con-

sidered boundary value problem (BVP) defined on a semi-infinite inter-

val, for each chosen value of the parameter involved, by solving a related

IVP once and the rescaling the obtained numerical solution. This is, of

course, much more convenient than using an iterative method because

it reduces greatly the computational cost of the solution. Furthermore,

by using Richardson’s extrapolation we define a posteriori error estimator

and show how to deal with the accuracy question.

The non-ITM is based on scaling invariance theory. For its application,

the governing differential equation as well as the prescribed initial condi-

tions have to be invariant with respect to a scaling group of point trans-

formations. Of course, there are several problems in the applied sciences

that lack this kind of invariance and consequently cannot be solved by a

non-ITM. However, in all those cases we can use an iterative extension

of our method. In fact, an iterative extension of Töpfer’s algorithm has

been introduced, for the numerical solution of free BVPs, by Fazio [22].

This iterative extension has been applied to several problems of interest:

free boundary problems [22, 11, 12], a moving boundary hyperbolic prob-

lem [8], Homann and Hiemenz problems governed by the Falkner-Skan

equation and a mathematical model describing the study of the flow of an

3



incompressible fluid around a slender parabola of revolution [9, 10], one-

dimensional parabolic moving boundary problems [13], two variants of

the Blasius problem [14], namely: a boundary layer problem over moving

surfaces, studied first by Klemp and Acrivos [25], and a boundary layer

problem with slip boundary condition, that has found application in the

study of gas and liquid flows at the micro-scale regime [5, 27], parabolic

problems on unbounded domains [23] and, recently, see [15], a further

variant of the Blasius problem in boundary layer theory: the so-called

Sakiadis problem [31, 32]. Moreover, this iterative extension can be used

to investigate the existence and uniqueness question for different classes

of problems, as shown for free BVPs in [11], and for problems in bound-

ary layer theory in [19]. A recent review dealing with the derivation and

applications of the ITM can be found, by the interested reader, in [17].

A unifying framework, providing proof that the non-ITM is a special in-

stance of the ITM and consequently can be derived from it, has been the

argument of the paper [21].

2 The mathematical model

We study, here, the mathematical model arising in the study of a 2D lam-

inar boundary-layer with power-law viscosity related to non-Newtonian

fluids as studied by Schlichting and Gersten [33] or Benlahsen et al. [1].

Consider the two-dimensional steady flow of a non-Newtonian fluid of

density ρ modelled by a power law fluid due to Ostwald-de Waele over a

flat plate moving continuously with a velocity Uw in the opposite direc-

tion to the free stream U∞. The x–axis extends parallel to the plate, while

the y-axis extends upwards, normal to it. The continuity and momentum
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equations after making the necessary boundary layer approximations are

∂u

∂x
+
∂v

∂y
= 0

(1)

u
∂u

∂y
+ v

∂u

∂y
=
∂τxy

∂y
,

where u and v are the velocity components along the x and y directions,

respectively. We use, here, the power-law relation

τxy = µ0

∣
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∣

n−1 ∂u

∂y
(2)

between the shear stress and the shear rate, where µ0 and n are material

constants. Here, n is called power-law index, that is n < 1 for pseudo-

plastic, n = 1 for Newtonian, and n > 1 for dilatant fluids. Then, the mo-

mentum equation becomes

u
∂u

∂y
+ v

∂u

∂y
=
∂

∂y

(

µc

∣

∣

∣

∣

∣
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∣

∣

∣

∣

n−1 ∂u
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)

, µc =
µ0
ρ
. (3)

The related boundary conditions can be set as

u|y=0 =Uw , v|y=0 = 0 , u|y=+∞ =U∞ . (4)

The continuity equation is satisfied by introducing a stream function ψ

such that

u =
∂ψ

∂x
, v = −

∂ψ

∂y
. (5)

The momentum equation can be transformed into the corresponding or-

dinary differential equation by the following transformations

ψ(x,y) = γ
1
n+1 (U∞)

2n−1
n+1 x

1
n f (η) , η = γ−

1
n+1 (U∞)

2−n
n+1

y

x
1
n+1

(6)

where η is the similarity variable and f (η) is the dimensionless stream

function. Equation (3) with the transformed boundary conditions can be
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written as

d

dη


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




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∣

∣

∣
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dη2
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n−1
d2f

dη2















+
1

n+1
f
d2f

dη2
= 0

(7)

f (0) =
df

dη
(0) = 0 ,

df

dη
(η)→ 1 as η→∞ .

Let us remark here, that when n = 1 the BVP (7) reduces to the celebrated

Blasius problem [2].

3 The non-ITM

In order to define our non-ITM we need to require the invariance of the

governing differential equation and of the prescribed initial conditions in

(7) with respect to the scaling group of point transformation

f ∗ = λf , η∗ = λδη . (8)

It is easily seen, that the governing differential equation and the pre-

scribed initial conditions are invariant on condition that δ = (2−n)/(1−2n).

Therefore, we have to require that n , 1/2 and n , 2 in fact for these two

special values of n the scaling group (8) does not exists. Now, we can inte-

grate the governing equation in (7) written in the star variables on [0,η∗∞],

where η∗∞ is a suitable truncated boundary, with the attached initial con-

ditions

d

dη∗













∣

∣

∣

∣

∣

∣

d2f ∗

dη∗2

∣

∣

∣

∣

∣

∣

n−1
d2f ∗

dη∗2∗















+
1

n+1
f ∗
d2f ∗

dη∗2
= 0

(9)

f ∗(0) =
df ∗

dη∗
(0) = 0 ,

d2f ∗

dη∗2
(0) = 1 ,

in order to compute an approximation df ∗

dη∗ (η
∗
∞) for

df ∗

dη∗ (∞) and the corre-

sponding value of λ by the equation

λ =

[

df ∗

dη∗
(η∗∞)

]1/(1−δ)

. (10)
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Once the value of λ has been computed by equation (10), we can find the

missed initial condition by the relation

d2f

dη2
(0) = λ2δ−1

d2f ∗

dη∗2
(0) , (11)

and rescale the solution components according to

f (η) = λ−1f ∗(η∗) ,
df

dη
(η) = λδ−1

df ∗

dη∗
(η∗) ,

d2f

dη2
(η) = λ2δ−1

d2f ∗

dη∗2
(η∗) .

(12)

As suggested by a referee, in choosing η∗∞ we must take into account the

sensibility of the related numerical results on this value. For instance, for

small values of n he found that the obtained numerical results are really

sensible. For example, for n = 0.1, taking η∗∞ = 10 and then doubling the

interval of integration it is possible to find a value for the missing initial

condition of about 0.813576 that can be compared with the one obtained

with η∗∞ = 10, that is 0.826474, providing a difference of 1.5% .

In the non-ITM we proceed as follows: we set the values of η∗∞ and

integrate the IVP (9) on [0,η∗∞].

4 A posteriori error estimator

In this section, we would like to indicate a simple way to define a pos-

teriori error estimator related to the so-called truncation error. To this

end, we will apply the so-called Richardson’s extrapolation, introduced

by Richardson in [29, 30]. We must be alert the reader that in no way

this is an evaluation of the round-off error which is related instead to the

machine precision and can be only reduced by using double or quadruple

precision. Let us consider a numerical value of interest U and let us sup-

pose to have computed it with two related grids. So we have computed

the values Ug+1,k and Ug,k, now in order to find a more accurate approxi-

mation we can apply a Richardson’s extrapolations on the used grids

Ug+1,k+1 =Ug+1,k +
Ug+1,k −Ug,k

qpk − 1
, (13)
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where the constant q appearing in the denominator is the grid refinement

ratio and pk is the true order of the discretization error. This formula

is asymptotically exact in the limit as the number of grid points goes to

infinity if we use uniform or quasi-uniform grids. Therefore, Richardson’s

extrapolation can be easily reiterated. We notice that to obtain each value

of Ug+1,k+1 requires having computed two solution U in two embedded

grids, namely g + 1 and g at the extrapolation level k. For any g, the level

k = 0 represents the numerical solution of U without any extrapolation,

which is obtained as described in the previous section.

Of course this is a possible way to deal with problems that could be

sensible to the chosen value of the involved parameter, n, and might lose

accuracy in some ranges of it. For instance, let us consider the case n = 0.3

and apply a 8-order explicit Runge-Kutta method, as reported by Butcher

[4, p. 180], with 101 grid point, that is ∆η = 0.1, we obtain for the cor-

responding missing initial condition the value 0.391515346640558, while

we get the value 0.391515346639927 when ∆η = 0.05 and these values

lead to a Richardson’s extrapolation, according with the above formula

(13) of 0.391515346639924. Which means that the value computed with

the finer grid has a relative error smaller than 7.66 ∗ 10−15, while the fist

computed value has a relative error less than 1.62 ∗ 10−12. Since this com-

putations are easy to implement we will not pursue this path here for the

sake of simplicity.

5 Numerical results

As mentioned before, the case n = 1 is the Blasius problem and in this case,

our non-ITM reduces to the classical Töpfer algorithm, see Töpfer [34]. If

we set, for the sake of simplicity, η∗∞ = 10 then the numerical value com-

puted for the missing initial condition, namely 0.332057268052, can be

compared with the value 0.332057336215 obtained by Fazio [7] by a free

boundary formulation of the Blasius problem or the value 0.33205733621519630
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computed by Boyd [3] who believes that all the decimal digits are correct.

Let us notice first that, for small values of n the obtained numerical

results are very sensitive to the chosen value of the truncated boundary.

Therefore, for values of n less than one we proceed as follows. We start

by fixing a small value of the truncated boundary value, say equal to two

point five, and then we make our computations both for this value and

by doubling it. Our strategy will be to stop at a suitable value for our

truncated boundary when the results don’t differ by a suitable fixed toler-

ance. For the following results this tolerance was set equal to 10−6. After

some sample computations, we set the truncated boundary value equal to

η∗∞ = 40960, that is for all values of n smaller than one. On the other hand,

for n greater or equal to one we use η∗∞ = 10.

In table 1 we report the chosen parameter values and the related miss-

ing initial conditions d
2f
dη2

(0). The values listed in table 1 for the two values

of n = 1/2 and n = 2 are second order approximations. To verify the last

value reported in this table we have also considered the case n = 1.999

and found the missing initial condition value 0.399700. Figure 1 shows

the behaviour of the missing initial condition versus n.

Figure 2 shows the solution of the extended Blasius problem in the

particular case when we set n = 0.3 and n = 1.7.

Let us notice here, that for n > 1 the solutions of our BVP are no longer

regular: indeed, the third derivative of the solution has a jump disconti-

nuity at a certain value of η, therefore the second derivative is only a C0

function. Moreover, this second derivative becomes zero for a finite value

of the independent variable, let us call it η0. In order to compute the cor-

rect value of η0 we can add the boundary condition d2f /dη2(η0) = 0 and

define a free boundary value problem (FBVP). However, for the numerical

solution of this resulting FBVP our non-ITM seems not be suitable and we

need a more complex numerical method. Finally, it seems that again for

n > 1 the second derivative diverges for a finite critical value of the inde-

pendent variable, let say ηc. Again, to compute this critical value we need
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Table 1: Numerical data and results. Missing initial condition versus the

power-law index.

n
d2f

dη2
(0) n

d2f

dη2
(0)

0.1 0.804704 1.1 0.337833

0.2 0.482101 1.2 0.344165

0.3 0.387964 1.3 0.350851

0.4 0.348927 1.4 0.357752

0.5 0.337170 1.5 0.364772

0.6 0.323802 1.6 0.371841

0.7 0.322009 1.7 0.378906

0.8 0.323542 1.8 0.385936

0.9 0.327150 1.9 0.392894

1 0.332057 2 0.399852

a different more suitable numerical method than our simple non-ITM. In

both cases we have to define a suitable FBVP. In those FBVPs η0 and ηc
are the unknown free boundary which must be computed as part of the

numerical solution.

6 Concluding remarks

In this paper we have defined and applied a non-ITM to an extended Bla-

sius problem describing a 2D laminar boundary-layer with power-law vis-

cosity for non-Newtonian fluids as described by Schlichting and Gersten

[33] or Benlahsen et al. [1]. Let us notice that by using our method we

are able to solve the BVP defined on a semi-infinite interval, for each cho-
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Figure 1: Behaviour of the missing initial condition versus n.

sen value of the parameter n involved, by solving a related IVP once and

then rescaling the obtained numerical solution. This is, of course, much

more convenient than using an iterative method because it reduces greatly

the computational cost of the solution. To asses the the obtained numeri-

cal results we indicate a simple way to define a posteriori error estimator

related to the so-called truncation error, and we report in a sample case,

corresponding for n = 0.3, the obtained relative error for the missing ini-

tial condition. The problem under study reduces to the celebrated Blasius

problem for n = 1 and in this particular case, our method reduces to the

Töpfer non-iterative algorithm [34]. So, we are able to compare favourably

the obtained numerical result for the so-called missing initial condition

with those available in the literature.

Moreover, we have listed the computed values of the missing initial

condition for a large range of the parameter involved, n and plotted the

corresponding behaviour, and, for illustrative purposes, we have plotted,

for two values of the related parameter, the numerical solution computed
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Figure 2: Numerical results of the non-ITM for (7) with: top frame n = 0.3

and bottom frame n = 1.7. Numerical solution of the IVP and solution of

the BVP obtained after rescaling.

rescaling a computed solution.

Finally, we have indicated the limitations of the proposed method as
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it seems not be suitable, for values of n > 1, to compute the values of the

independent variable where the second derivative of the solution becomes

zero or goes to infinity. In both cases we have to define a suitable FBVP

where η0 and ηc are the unknown free boundaries that must be computed

as part of the solution.
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